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ABSTRACT 

        In this paper we discuss and study the stability of conjugate gradient (CG) method with Dixon 

update, which is suitable and sufficient to large problems since has less storage space. 
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1. INTRODUCTION 

        Conjugate Gradient (CG) is the most popular iterative method for solving large systems 

of linear and nonlinear equations, it is effective and sufficient for such systems of the form             

Ag(x) = b where 
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 is unknown vector, A is a square nn matrix, and 
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a known vector. 

 

        The method of (CG) was developed independently by Stiefel of the institute of applied 

mathematics at Zurich and by Hestenes with the cooperation of Rosser, Forsythe, and Paige of 

the institute of Numerical analysis, National Bureau of standards in 1951. In [1] Magnus and 

Edward Stiefel studied the method of (CG) for solving linear systems, in [2] Jonathan 

introduced an introduction to (CG) method without agonizing pain, in [3] Ake, Tommy and 

Zdenek studied stability of (CG) and Lanczos method for linear least squares problems, in [4] 

Lumma and Naoum present Dixon update on training of artificial neural networks, in [5] Miro 

and Julien study numerical stability of iterative methods, in [6] Krystyna study the (CG) 

method in finite precision computations, in [7] Jabber study (CG) on training feed forward 

neural networks for approximation problem in his M.Sc. thesis, in [8] Lumma study stability 

of back propagation training algorithm for neural networks. This research is an improvement 

of the work in [2] and the results was successfully proved for general large system with Dixon 

update. 
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2. IMPORTANT CONCEPTS AND DEFINITIONS OF (CG) METHOD 

        The (CG) method is an iterative method to solve large systems,  

Ag(x) = b                                                                                                                              …(1) 

Which terminates in at most  n  steps, starting with an initial point x0 of the exact solution  x, 

one determines successive steps x0, x1, … of x, the step xi being closer to the solution x then 

xi + 1 and at each step we encountered the following definitions. 

 

2.1 A quadratic form: is simply a scalar quadratic function of a vector with the form 

T T1
f (x) g(x) Ag(x) b g(x) c

2
                                                                                           …(2) 

 

2.2 The Gradiant of a quadratic form: is defined by  
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                                                                       …(3) 

If A is symmetric then 

f '(x) = Ag(x) – b                                                                                                                  …(4) 

If A is not, we denoted that T1
(A A)

2
  is symmetric matrix. 

We can take a step, we choose a direction in which of decreases most quickly, which is the 

direction apposite f '(xi), according to equation (4) this direction is  

–f '(x) = b – Axi                                                                                                                    …(5) 

 

2.3 The Error 

ei = xi –x                                                                                                                               …(6) 

is a vector that indicates how for we are from the solution. 

 

2.4 The Residual 

ri = b – Axi                                                                                                                            …(7) 

Indicates how far we are from the correct value of  b. 

 

It is easy to see that  

ri = – Aei                                                                                                                               …(8) 

and  

i i
r f '(x )                                                                                                                             …(9) 
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putting all the above definitions together we get the method: 

xi + 1 = xi  + iri                                                                                                                    …(10) 

where 
T

i i

i T

i i

r r
α

r Ar


 . 

3. DIXON UPDATE FORMULA 

        Dixion update formula is the search direction and defined by 
T

i i

i T

i 1 i 1

r r
α

r Ar
 


                                                                                                                         …(11) 

Equation (10) is called gradient dessent method or weight updates, i is a parameter 

governing the speed of the xi convergence and direction to the solution x, controlling the 

distance between xi and xi + 1, ri is the gradient of the error surface at xi, the convergence 

condition is satisfied by choosing 
i

max

1
α


 , where max is the largest eigenvalue of the             

matrix A. 

 

4. STABILITY OF (CG) METHOD WITH DIXON UPDATE 

        To understand the convergence of (CG) method its very important skill on linear algebra, 

if A is a matrix then there exists a set of n-linearly independent eigenvectors of A, denoted by 

v1,v2, …,vn each eigenvectors correspond eigenvalues denoted 1, 2,…, n, these eigenvalue 

may or may not be equal together, on repeated application from equation (1)                        

Ag(x) = 1 v1 + 2 v2 + … + n vn, if magnitudes of all eigenvalues are smaller than one,               

i.e. i < 1, then  x  converge to zero, if one of the eigenvalues are greater than one, i > 1, then 

x will diverge from zero to infinity. 

Stability refers to the equilibrium behavior of the activation state of (CG) method where 

convergence behavior of the gradient during moving from step to other, there are several 

mathematical definitions of the tearm "stability" the one due to Lyapunou is most useful here. 

 

4.1 Lypunove Stability 

        The equilibrium state x = 0 is stable if for any  > 0 there exist () > 0, such that             

x(0) <  implies x(t) <  for all t > 0. 

 

5. CONVERGENCE OF (CG) FOR ONE STEP ONLY 

        Consider the case where ei is an eigenvector with eigenvalue e, see figure (1), the 

residual  

ri = – Aei = – e ei                                                                                                               …(12) 
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is also an eigenvector, from the equation (10), choosing 
i

e

1
α




 , ei + 1 = ei + iri, take i from 

equation (11)  
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ei + 1 = ei – ei 

ei + 1 = 0. 

 

 
 

 

5.1 General Convergence of (CG) Method with Equal Eigenvalues 

        More general analysis, we must express ei as a linear combination of eigenvectors, and 

we shall furthermore require this eigenvectors to be orthogonal, see figure (2). 

Express the error term as a linear combination of eigenvectors 
i i i

i
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i
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
 , 1 = 2 = … = i = e "equal eigenvalues", equation (10) gives 
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ei + 1 = ei + iri 

       = ei + 
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      = 0. 

This mean the convergence exist and stability is working very well on the convergence 

region. 

 

 
 

 

6. GENERAL CONVERGENCE  

        To bound the convergence of (CG) method with Dixon update; we shall define the 

"energy norm" 
1

T 2

i i i
e A (e Ae ) , from equation (2) the minimizing ∥ei+1∥A is equivalent to 

1
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 , from equation (10) we get 

ei + 1 = ei + iri 

∥ei +1∥
2
 = ∥ei + iri∥

2 

∥ei +1∥ = ∥ei + iri∥  ∥ei∥ + ∥i∥ + ∥ri∥ 
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K is called the spectral condition number of A, see [3], the ratio of the largest and smallest 

eigenvalue, max

min

k



  for max > 1 > 2 > … > min. 

The convergent result is 
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From equation (2) 
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Then we get the existence of convergence and stability of region. 

 

7. CONCLUSION 

In this work we successfully proved the stability of (CG) method with Dixon update for 

large systems of the form Ag(x) = bwhich it's an improvement of (CG) method in [2]. 
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