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ABSTRACT

Accordingly to the previous paper for authors [1]. The exponential function defined on non-
commutative algebra but does not occur in the general form of equation e’ =e’e’ In this paper we
define the conditions for which this equation is valid in M (2, R), it will show it more easily and it shows

some science achievements over 50’s.
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INTRODUCTION

It is known that in the numerical fields for the exponential function €XP(X) = &” satisfies

the equation of exponential funCtion e*™* =e”e” . This equality is not true in general cases

when the exponential function'is defined on the matricesyespecially when non-commutative of
matrices are used. But it is‘known that the equation is verified if the two exponential of matrices
commutative:

AB=BA then e""P —efeP —eBe”.
But when the application, of the converse is not always true the two matrices that do not
commute can apply any of the relations:

eA+B :eAeB ieBeA

eA+B ¢eAeB ;teBeA
Several studies have tried, to.determine the characteristics the matrices that do not commute in
the exponential of matrices. In particular, the problem has been studied for 50 years for matrices
of dimension two or thrée see for more details [2, 3, 5, 6, 8, and 12] and also taken up recently in

[3]. The simplest case is that of matrices in M (2, R), discussed and solved in

[3] Under the more general complex algebra degree two. In this paper it proposed a
Simple discussion on how to characterize the matrices M (2,R) for which we have:

INTERNATIONAL JOURNAL OF RESEARCH IN SCIENCE AND TECHNOLOGY




International Journal of Research in Science and Technology http://www.ijrst.com

(URST) 2016, Vol. No. 6, Issue No. Il, Apr-Jun e-ISSN: 2249-0604; p-ISSN: 2454-180X

and it shows that do not exist matrices for which we have:

eAeB =eBeA = eA+B
Definitions:
The set of real matrices 2x2, M (2,R) is a vector space over R with respect to the operations
of matrix addition and multiplication by a real number, an algebra is not commutative respect
of those operations and the usual matrix product, and is a complete metric space from the
norm:

| A= sup|Ax

X<

d
invertible (non-singular) if and only if the determination does not equal zero det

: . : : . a b) .
In the following we will consider matrices M (2, R)4Such that a, matrix Az[c j §

d -b
A=ad —bc =0 and its inverse is given by A™ = 1
detAl—-c a

The set of invertible matrices, denoted by 'GL(2,R)=iS @ non-commutative group under the
operation of the product of matrices, whose neutralelement is the matrix:

'

The trace of a matrix is the sum. of its elements on the main‘diagonal:

a b
trace A = trace ( }:a+d
c d

The commutator of two matrices A, Biis the matrix which defined by:
[AB]= AB - BA

If [AB]#0,then A Band I arelinearlyindependent.
The centre C(2,R) of M (2, R) is the set of matrices X € M (2,R) that commute at all
Matrices M (2,R):

C(2,R)={X :[A X]=0,vAe M(2,R)}
and is the subgroup of GL(2,R) constituted by the scalar matrices: X =xI with x eR.
C(2,R)is a Lie group and is obviously isomorphic toR". The sign of X eC(2,R) is the
signof xeR.

Exponential of a matrix:
The exponential of a matrix is defined by:
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The series (2) is absolutely convergent and defines an entire function in C, so it is convergent
in the metric space M (2,R). Since the product of matrices in M (2, R) is not commutative, the

exponential function so defined does not satisfy, in general, the equation (1). However, apply

the following properties which we will use in the following:

efe ™ =% = |

If Aisinvertible , then detA = 0 = e = AeBA™?

AB =BA = e™e® =ePe™ =e®M vteC
For more details and examples of these properties see [1,2, 3, 6, 7, 8,9, 20,11].
Calculation of the exponential of a matrix:
The calculation of the matrix exponential M (n,K) quickly becomes very complex as N
increases. However, there are procedures that allow always make suchia calculation in a finite
number of steps, at least in principle [6, 7, 9, 12, 13]. In\the case of matrices M (2,R) the

calculation of the exponential is quite simple with.the following decomposition.
Lemma (1)
Each matrix A e M (2,R) can be decompased into a sum of two matrices one of which is in

the centre C(2,R) and the other has null trace [1]:

a b 10 m b
A= =kl + A'=Kk +
cdd 0.1 cC ~m
And, for two matrices A, Be M (2,R) , we have:
[A,B]=0< [A B]=0.
Lemma (2)

If M is a traceless matrix [1], where® @ =+/detM we have [1]:

eM :Icose+M¥

Theorem (1)
For each matrix \A € M (2,R), we'have [1]:

et =e"* =e¥e” =e* (I cosa + A'Sm—a)
(04
With,
kztraZEA,A'zA—kl, o = Jdet A

Lemma 3
Given a nonzero matrix [1]:
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If and only if AeC(2,R),detA’ = det A— (tra‘;e AVe 227 with ue N

MAIN RESULTS

Let's start with finding the necessary and sufficient conditions for the exponential of two
commute matrices. We know that this is true if the two matrices commute, so we are only

interested in matrices such that [A,B]= 0, and of course a sufficient condition is that at least
one of the two exponential is in the centerC(2,R). In the case of matrices in M(2,R) this

condition is also necessary and their some conditions see [4]
Theorem (2)
Given two matrices A, B such that

[A,B]=0,e"e® =e®e”if andonly if €% € C(2,R) or e® eC(2,R)

Proof:
We have to show only the{eAeB —eBe”}={€% eC(2,R) or e eC(2,R).
Using Lemmas (1) and (2) we have:

e =e*(l cosa + A’Sm—a), e® —e"(Icosf + Brs'z,ﬁ)
o

Calculating the commutator and noticing that | cosa and | cosf are elements inC(2,R)
Then we have:

[e",e®]=e“"[d cosa + A'w, | cosP + B’ﬂ] :ek*“M[A',B’]
o p

of

And since, [A’, B'] =['A,B] # 0 , exponentials commute only if :
Sinasin =0 with. ey = 0,and then o = uzor f=¢n with u,¢e N”.

The fact that the commute expoenentials does not be valid when it applies the equation (1),
even if e”, e® are'in the center C(2,R). For example, consider two matrices of the type:

A=”£a -'UJ’ B:ﬂ(bwﬁc —¢—c2]
Hoa ¢’ b—gc

If 22 N*then e” = (-1)“e* 1 and ifg¢ € N "then e® = (-1)?e""I ,then:
eAeB — eBeA — (_1)y+¢e(a+b)7r|
But it has e**® =e”e®only if:
2_V —(u+¢°)*
U

c
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With v full equal to 2+ ¢ .

The conditions for which the equation (1) is verified are given by the following theorem.
Theorem (3)
Given two matrices A,BeM(2,R), e*® =e”e® =eBe”if and only if commuting or

A+B

e”*® e”, e® they are in the center C(2,R)and the sign e**® is equal to the sign of e”e®

Proof
We have to show only the case in which A and Bnet “ecommuting. In case

a=pum With 1 €R” e know that e and e® commuting. We are looking for the conditions

for which it has also e**® =e”e® commuting.
Let us assume:

A:[a bJ:H+A' with :
c d

B:[X y]=hI+B’ with
7t

It has therefore :

e” =e* (I cosa + A’Sm—a) with: o =./det(AY) =+v-m* -bc
(94
B=e"(lcosB+ B'%) with: B =.det(B) =-n’—-yz

We get
cosasinf

AALB k+h

cosBsina sina sin
ee B + A’B'—B)

o of

(1 cosacosp+ B’ + A

And put o= pz we have e* =(=1)“e* I and the (3) become:

ee® =e"M(=1)" (I cosf +B’ nﬂﬁ)—

ol 3 22(c 1)

nsin g ysin g
B

nsin g

Cos S +

:eh+k _1;1
D zsin g

B

cospf —
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On the other hand, we have:
a+x b+y

]:(h+k)l +C’
c+z d+t

C:A+B:[

m+n b+y
C'= =A"+B’
c+z -(m+n)

and put

y =+Jdet(C’) = —q° — (b + y)(c + 2)

Then we obtained
cosy + (m+n)sin y (b+y)siny
sin 7’) P v Y
(c+2)siny (m+n)sin y
—— cosy - ——+—
4 v
Equating the corresponding terms of the two 'matrices.we'have:
sin sin
[ oy 22—y SN gy
B
sin Yy _ sin 4] (1)
B

(m+n) S _ (C1)e(gos 4
y

e™* (I cosy +C’

(c+z)—*=

—C0Sy)

nsin g
P

siny _cosy)

= (1" (cosp =

—(m+n)—=

nsin g
\ B

Now4ve haveitwo possible cases:

Case (1):

n
If siny # 0, in this casepfrom the last two equations of the system (4) we have
v

m= _L[(—l)” cosf —cosy]+n {( 1)~ M—l}

gsin

m = ——[( 1)“ cosp —cosy]+ n[(—l)” M—l}

Siny
sin psiny

This yield:
(-1)* cosp —cosy =—{(-1D* cos B —cosy]
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That occurred when:
y =%+ 2vr for peven , y =1+ (2v+1)~x for xodd

And in these cases we have:
(Dysing _,
psiny
And from the other two equations of the system (4) we are obtained:
—1# i
poy CD7SinG
psiny

c= Z[M—lj =wz
psiny

m=n =N

= oy

Then we have:
A’ =B’
So that the matrices A’ and B’ , then also A and.B.are’commute.

Case (2):
1§ siny =0 with =0, where y =vz With v e N" . \wathave
eC _ (_1)1/ ek+h |
And to have € =€ it must be:
sin f'=0nand (-1)" =(-1)* cosp
Then:
£ =¢r with (-1)"* = (—1)V_

A B JALB A+B
In this case allmatrices € '€ '€ € € are in the center (2 R) and has the same equality

of

H+9 and then € has the same sign as€” " . Note that if ¥ has equal opposite #+ % then
we have:

gA+B :_eAeB.

It remains to verify the possibility that the exponential of the sum equals to only one of the two
products of exponentials, but this situation is impossible inM (2, R), as the following theorem.
Theorem (4)

For two matrices A B € M(2,R) jg

impossible to have

eA+B :eAeB ” eBeA
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Proof:
Obviously sufficient to show that it is impossible to have

eA’+B' — eA’eB’ - eB’eA’

Equating e*e® =e”*® we have

sinacosf Y cosasin g N A’B'Sm asin B _ I cosy + A,sm Y, B,sm 14
a B ap Y 4
by theorem (2) we know that if A’,B’non-commute then €”e® =e®e”. Equivalent a

| cosacosp+ A

sinasin =0 with «, 8 =0. In that case A'B’ we can then‘express as a linear combination
of the three linearly independent matrices A’, B, | .

apo_ 9B |, (CoSy — C0Sa COS B) + A,(sm ¥4 sin acosﬂ} .\ B,[sm y  cosasin ﬂﬂ _
Y

sinasin g o ¥ p
=§1| +§2A’+§SB’ with glvéjz,’é:SER

Since A’and B’elements of algebra M (2, R) it must have:
(AI)2 B/ — A/(A/B!)
Therefore:

—a’B.= (A —fzaz)l +(& + 5,8 A +§3ZB'

and for the linear independence 1t Is 0btained
S Eat G+ 66 =0
for the same reason it has alse:
(Ar)BrZ — (A!B!)B!
which yields the same way:
-p=&
and since ¢&,¢&,,&; must be real numbers, if this is impossible « and g are real numbers,

namely det A" and det B’ are positive.
Let us consider only the case in which det A" and det B are negative, then:

a =ila|and B =i/A], for which we have: &, =i, & =ia and & =-&,&, =af=—a|f]

And then:
AB' =apfl +ip A +ia B’
for which is obtained:
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e”ef _ sin asmﬁ(aﬂl LB A tia B,)+S|nacosﬁ At cosasin g
af a
sina cospf +ism asin ﬁjJr B’ sin fcosa i sinasin g
a a B B

B'+cosacosg |

= I(cosa cosf +sinasin ) + A'(

Then we have:

A LB’ A'+B

/ sin sin
e"e” =e =cosy | + Vo 2 g

v /4

Then We get :
COSa COS B +sinasin  =cosy

This is occurred when y =a—f3.
From the other two components we are obtained:
sinacosf i sinasin g _ sin S cosa i sinasin g
a a p p
Where «and S are imaginary numbers we rewrite this equality by using hyperbolic functions
that we mention it in the notation of theorem(1), and we get:
e 17l (e‘“‘ —e“"“) gl (e\ﬁ\ _e—\ﬂ\)

2 28

Then we get:
ez\'l\ -1 e2\ﬁ\ -1
2t 2/
but this is impossible for two different real numbersbecause the function:
e’ -1
o x

y

It is monotenically increasing for x > 0.

CONSTRUCTION OF MATRICES THAT VERIFY THE EQUATION

We want now to defing aprocedure to construct two matrices verifies the equation (1). Let's
start with the construction of two traceless matrices, that do not commute, and such that the
square root of their determinant is a positive integer multiple of . A matrix that satisfies their

conditions has the form:
0 - N
= S
A =u 1 0 U

a matrix that does not commute with Ay and that verification of the same conditions must
have the form:
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X -y
B, =wn 1+ x? . yeN"xy=0
y
For these two matrices we have:
e =(-D“l  eP =(-D¥1 eMe® =(-D*e'
Then we have:
X -1-y
A +B, =(u+y)r| 1+ (1L+x?)
y

and then:

(u+y)’ =t

det(A, +B,) :{— X*+(1+y

1+y+x2)}
Yy

then to verify the equation (1) must be:
2 2
Xy d+y) = 4y _pyeN'
y y
that is:

X = \/4v2y— (1+y)?
then:

A4vfy 21+ y)® -
5. o Jaiy =@+ y) y v

4y -y -2 -\/4v2y—(l+ y)?

and in case one has:
det(A, +B,) =4’ (u+w)’r?

e NtBpl (_1)2\/(/1+u/) | = (_1)/-“'!1/ | =e™eb

Recall now that similar matrices have the same determinant, then a date of a nonsingular
matrix p can build two similar matrices to A, and B, such that:

A=P*'AP B =P'BP
that still do not commute and being:

[~.B]=P7[A,.B,]P
and finally two matrices A, B:
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A=kl + A B=hl+B’
such that :
eA+B — eAeB — .eBeA — (_1),u+(//ek+h|

CONCLUSION

The problem of determining the necessary and sufficient conditions for two matrices
M (2,R) Verify the equation e*® =e”e® =ePe” is thus entirelys solved. The result of
Theorem (3) can also be expressed in topological terms, noting that the center C(2,R) is a Lie
group is not connected, obviously isomorphic to the multiplicative group {R*, X} and its two
components are connected sets of matrices scalar positive‘and negative. Theorem (3) can then

be reformulated saying that e**® =e”e® if they belong to the same cennected component
of C(2,R). It is not difficult to extend these results te the case of two matrices M (2,R), just

note that the its center C(2,R) is connmected, then in Theorem (8) just ask that

e"® e”e® ePe” are in the center, while Theorem (4)_is not longer valid because the

function w=(eZ —1)/z periodic in C and therefore M (2,C)there are infinite matrices such

thate”® =e”e® = eBe” .From a first.search in the literature it does not seem to be a solution in
the general case of matrices M(n, K) with K =RorC, even inthe case n = 3.

REFERENCES

[1] Mohammed Abdullah Salman and Borkar, V. C. New Method to Compute Commuting
and Noncommuting,Exponential Matrix, International Journal of Current Research Vol.
8, Issue, 01, pp. xXX-xxxX, January, 2016

[2] Morinaga K - Nono T:(1954) On the mon-commutative solutions of the exponential

équationne™” =e"e” 3. Sei. Hiroshima Univ. (A) 17 345-358.
[3] Bourgeois G. (2007) On_commuting exponentials in low dimensions. Linear Algebra
Appl. 423277-286.
[4] Clement de Seguins, Pazzis (2011) A condition on the powers of exp(A) and exp (B) that
implies AB = BA. arXIV: 1012.4420v3.
[5] Nathelie Smalls,The exponential of matrices, 2007, Master Thesis, University of
Georgia, Georgia, 49 pp.
[6] Cleve Moler, Charles Van Loan (2003) Nineteen Dubious Ways to Compute the
Exponential of a Matrix, Twenty-Five Years Later SIAM Review, VVolume 20, Number
4, 1978, pages 801-836.
[7] N. J. Higham, Functions of Matrices Theory and Computation, SIAM, Society for
Industrial and Applied Mathematics, Philadelphia, A. USA, 2008. ISBN 978-0-89871-
646-7. xx+425 pp.

INTERNATIONAL JOURNAL OF RESEARCH IN SCIENCE AND TECHNOLOGY




International Journal of Research in Science and Technology http://www.ijrst.com
(JRST) 2016, Vol. No. 6, Issue No. II, Apr-Jun e-ISSN: 2249-0604; p-1SSN: 2454-180X

[8] R. A. Hornand C. R. Johnson, Topics in Matrix Analysis, Cambridge University
Press, 1991,ISBN 978-0-521- 46713-1 , viii+607 pp.

[91 R. A. Horn and C. R. Johnson, Matrix Analysis, Cambridge University Press,1985,
ISBN 0-521-30586-2, xiii+561 pp.

[10] Syed Muhammad Ghufran,The Computation of Matrix Functions in Particular The
Matrix Exponential, Master Thesis, University of Birmingham,England,2009,169
Pp.

[11] R. Bellman, Introduction to Matrix Analysis, 2nd ed. New Yerk: McGraw- Hill,1960,
reprinted by SIAM, Philadelphia,1995.

[12] Nicholas J.Higham and AwadH. Al-Mohy, Computing Matrix  Functions,
Manchester Institute for Mathematical Sciences “2010,The University  of
Manchester, ISSN 1749-9097.pp1-47

[13] Denssis S. Bernstein and Wasin So, Some explicit formulas forthexmatrix exponential,
IEEE transaction on Automatic control,vol38.No 8,August 1993.

INTERNATIONAL JOURNAL OF RESEARCH IN SCIENCE AND TECHNOLOGY




