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Besides the generating polynomial, there are many other polynomials that can be used to generate a cyclic 

code. One such another vary specific polynomial called an idempotent generator, can also be used to 

generate a cyclic code. As the ring Rn is semi-simple therefore each ideal in Rn contains a unique 

idempotent which also generates the ideal. This idempotent is called the generating idempotent of the 

corresponding cyclic code. The idempotent generating the minimal ideal (minimal code) in Rn is called a 

Primitive idempotent. 
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ABSTRACT 
 

 

INTRODUCTION 
 

THE GROUP ALGEBRA 

Definition. Let G be a multiplicative group and F be a field. Let FG denotes the set of all formal 

sums 

 =   (g)g 
gG, ( g )F 

where {gG /(g)  0} is a finite set. 

Then FG is a ring (associative) with respect to addition and multiplication defined as follows: 

  (g)g +   (g)g =  ( (g) +  (g))g 

 
and 

gG gG gG 

(    (g)g)(    (h)h) =   (g) (h)gh 
gG hG g,hG 

=   (z)z 
zG 

where  (z) =   (g) (h) 
gh=z 

and the sum is taken over all pairs (g, h) GG such that gh=z. This 

ring is called the group ring of the group G over the field F. 

With the scalar multiplication defined as: 

 (  (g)g) 
gG 

= ( (g))g 
gG 

=  (g) (g) for all   F , 
gG 
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FG becomes F-algebra with basis {g/gG}. 

 
Definition. The ring epimorphism w: FG →F defined by 

w(  (g)g) =  (g) 
gG gG 

is called augmentation mapping. 

 
Remark. Let G= <g> = Cn be a cyclic group of finite order n and F be a field. Let F[x] be the ring 

of polynomials in indeterminate x. Then the natural homomorphism 

F[x]→ FG 

defined by x→ g is an epimorphism with kernel <xn-1>, the ideal generated by xn-1, in F[x]. 

Hence FCn  
F (x) 

.
 

 x
n 
−1  

 

SEMI SIMPLE GROUP ALGEBRA 

 
Definition. The Jacobson Radical of a ring R is defined to be the intersection of all maximal ideals 

of R. We denote it by J(R). 

 
Definition. A ring R is called semi simple if J(R) =0. 

 
Definition. An element e of R is called an idempotent if e2 = e. 

 
Definition. An element e of R is called a primitive idempotent if it can not be written as sum of 

two orthogonal (non zero) idempotents. 

 
Definition. A ring R is called Artinian if every decreasing sequence of left ideals of R is finite. 

 
Theorem [103, p.52]. If R is semi-simple Artinian ring and M0 is an ideal of R, then M= eR for 

some idempotent e of R ( the idempotent e is called generating idempotent of M). 

 
Theorem (Wedderburn) [103, p.53]. A semi simple Artinian ring is direct sum of finite number 

of simple Artinian rings. 

Thus in particular every semi simple Artinian ring can be written as a direct sum of finite 

number of minimal ideals. The generating idempotent of a minimal ideal is a Primitive 

Idempotent. 

 
Theorem (Maschke) [103, p.143]. If F is a field, then FG is a semi simple ring if and only if G is 

finite and the characteristic of F does not divides the order of the group G. 
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QUADRATIC RESIDUES 

 
Definition (Euler’s  function). For each positive integer m, the number of integers in the set {1, 

2,..,m} which are relatively prime to m, denoted by (m), is called Euler’s  function. (m) is 

always even integer for all integers m >2. 

If p is a prime number then for every interger r1, 

(pr ) = p
r 

− p
r−1

= pr-1(p-1). 

It is clear that  value for an odd prime is always even. In fact (m) is always even integer for all 

integers m > 2. 

If m = p
1 p

2 ...p
r , pi are distinct primes and i  0,then 

1 2 r 
(m) = ( p

1 p
 2 ... p

 r ) 
1 2 r 

= ( p
1 )( p

 2 )...( p
 r ) 

1 2 r 

= p
1−1

( p1 −1) p
2 −1

( p2 −1)...p
r −1

( pr −1) . 
1 2 r 

 

Theorem. (Euler’s ). If a and m are positive integers with gcd (a, m) =1, then 

a(m)  1 (mod m). 

 
Definition. If gcd (a, m) =1, the least positive integer r such that ar  1 (mod m), is called the order 

of a modulo m. 

By Theorem 1.3.2, 1 ≤ r ≤ (m). If r = (m) then a is called Primitive Root modulo m. 

 ( pn 
) 

Further, if a is a primitive root mod pn then a 2 − 1 (mod pn). 

 

Definition. A set of integers { a1, a2 , a3 ,...,a (m) } such that for ij 

ai   a j (mod m) and  gcd (ai , m) =1 

is called reduce residue system modulo m. If a is primitive root modulo m, then the set { 

1, a, a2 ,..., a
 (m)−1 

} is a reduced residue system modulo m. 

 
Definition. Let p be an odd prime.The numbers 12,22,… reduced modulo p are called Quadratic 

Residues modulo p or simply mod p. 

To find the quadratic residues mod p it is enough to consider the square of the numbers 1 to 

p-1,taken modulo p.Since (p-a)2 ≡ a2 mod p’so it is sufficient to consider the numbers 12,22,…,((p- 

1)/2)2 mod p.These are distinct.The remaining (p-1)/2 numbers modulo p are called Quadratic 

Non- Residues modulo p. 
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In general, if m>1 is an interger and a is any integer with g.c.d (a,m)=1,then a is called 

quadratic residue modulo m if the congruence x2≡ a(mod m) has a solution.Otherwise a is called 

quadratic non residues mod m. 

 
Theorem [86, p.76]. An integer m >1 have a primitive root if and only if m is one of the 

following: 

2, 4, pt, 2pt where p is an odd prime and t1 is an arbitrary positive integer. 

 
Theorem[93,p.95]. 

(a) Let p be an odd prime.Then -1 is quadratic residue modulo p iff 

p ≡ 1 (mod 4). 

(b) Product of two quadratic residues or quadratic non residues is a quadratic residue but the 

product of a quadratic residue and a quadratic non residue is a quadratic non residue. 

 
CODES OVER FINITE FIELDS 

We denote by GF( p
m 

) , the finite field containing pm elements. 

 

Definition. A polynomial m(x) is said to be a minimal polynomial of an element  in GF( pr ) if 

m(x) is monic polynomial of smallest degree with coefficients in GF(p) that has  as a root. It is 

unique always. 

 
Theorem [93,p.56]. Let m(x) be the minimal polynomial of an element  in GF( pr ) . Then 

(i) m(x) is irreducible . 

(ii) If  is a root of a polynomial f(x) with coefficients in GF(p), then m(x) divides f(x). 

(iii) m(x) divides x 
pr 

− x . 

(iv) if m(x) is primitive, then its degree is r. In any case the degree of m(x) is less than or equal to 

r. 

 
Cyclotomic cosets. Consider the set {0, 1, 2, …, n-1}. Let l be the number such that gcd ( l , n) =1. 

The operation of multiplication by l divides the integer’s mod n into subsets called the  l 

cyclotomic cosets mod n. 

The cyclotomic coset containing the integer s is {s, s l , s l 2,…, s l t}, where t is the smallest integer 

such that s l t  s (mod n). We denote it by Cs. Without loss of generality, if required we can 

assume that s is the smallest integer belonging to Cs. 

 

Theorem [93, p.58]. GF(ps)  GF(pr) if and only if s divides r and an element  in GF(pr) is in 

GF(ps) if and only if  p
s

 =  . 
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Assume that n is an integer and gcd (n, p) =1. Let m be the smallest integer such that pm  1 

mod n, then GF(pm) is the smallest field containing all the nth root of unity. We now have 

following results: 

 
Theorem [93, p.63]. Let  be a root of xn =1 in the smallest field F of characteristic p containing 

all the nth root of unity and let m(x) be its minimal polynomial . Let  be a primitive n th root of 

unity in F and let  = s. If Cs is the cyclotomic coset mod n containing s, then 

m(x) = (x −  i 
) 

iCs 

Inversion formula [80, p.200]. Let  be a primitive n th root of unity in the smallest field of 

characteristic p. Then the vector C =( C0, C1,…, Cn-1) may be covered from 

C(x) = (C0+ C1x +…, Cn-1x
n-1) by 

C = 
1 n−1

C( j ) −ij 
. 

 

i  
n j=0 

We now assume that F = GF(q) where q is a prime or some prime power. Let V(n, q) denotes the 

vector space over F of all n- tuples (1,2 ,3,...,n ), i F 

 
Definition. An (m, n) block code (m < n) over GF(q) consists of an encoding function E:V(m, 

q)→ V(n, q) and a decoding function D: V(n, q)→ V(m, q). 

Elements of the image of the function E are called code words, if 

word, we then write 

 = (1 ,2 ,...,n ) is a code 

 

Definition. If 

 
 = (1 ,2 ,...,n ) 

 = 12 ...n . 

is in V(n, q) ,then the weight of  denoted by wt( ), is the 

number of positions i with  i 0. 

 
Definition. If  = (1,2 ,...,n ) and 

 
 
 = (1, 2 ,..., n ) 

 

 
are two code words then the distance 

between  and  written as d( ,  ) is equal to the number of positions i such that  i   i. 

 
Definition. Any subspace C of V(n, q) is called a linear code over F of length n. 

Thus if C is a linear code and  ,   C , then 

d( ,  ) = wt( -  ). 

 
Definition. The minimum distance of a linear code C denoted by d(C) is defined as 

d(C) =min. { d( ,  ) /  ,   C,    }. 

In view of Definition1.4.10, 

d(C) =min. { wt( ) /   C,  0}. 
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Definition. A linear code of length n, dimension k and minimum distance d is called an [n, k, d] 

code. 

The parameter k; in the description of an [n, k, d] code is important, because k/n the rate of 

efficiency of the code depends on it. The parameter d is important because the error correcting and 

detecting capabilities of a code depends on it as given by the following results: 

 
Theorem. A code with minimum distance d can correct [(d-1)/2] errors.(where [x] denotes the 

greatest integer less then or equal to x.). If d is even, then the code can detect d/2 errors and can 

correct [(d-1)/2] errors. 

 

RESULTS & DISCUSSIONS 
 

Theorem . If  = pn qm (n ,m 1) then the 2mn+2n+m +1 cyclotomic cosets modulo pn qm are 

given by 

(i) C0 = {0}, 

For 0  j  m−1, 

 

(ii) C n j 

 

= {pn qj, pn qj l, …, pn qj 
 (qm− j )−1 

} 

For 0  i n−1, 

 

(iii) C = {piqm,piqml, …, piqm 



 ( pn−i ) 
1 

2 
}, 

 ( pn−i ) 
1 

(iv) C
gpiq m   = {gpiqm,gpiqml, …, gpiqm  2 

}, 

For 0  i n−1, 0  j  m−1  

 ( pn−iqm− j ) 
1 

(v) C = {piqj,piqjl, …, piqj  2 
}, 

 

 
(vi) 

 
C = {gpiqj,gpiqjl, …, gpiqj 


 ( pn−iqm− j ) 

1 
2 

}, 

where g is defined in Lemma 3.2.2 

 
Proof.(i) C0 = {0} is trivial. 

(ii) For 0  j  m−1, since l is primitive root mod qm-j 

 

 
 

Thus 

 (qm− j ) 

pn  (qm− j ) 

 1 (mod qm-j). 

 pn (mod qm-j). 



− 

− 
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C n j = {pn qj, pn qj l, …, pn qj 

is the cyclotomic coset containing pnqj . 
( pn−i ) 

 (qm− j )−1 

} 

(iii) For 0  j  m−1, since  O() 
pn −i    = 

2 
implies 

 

 
We claim that 

ls    l
t
 (mod p 

n−i 
),  for 0  s, t  

( p
n−i 

) 

2 
−1. 

 

 
Let, if possible 

piqm lh   p
iqm lk (mod pnq m), for 0  h, k  

( p
n−i 

) 

2 
−1. 

pi q l h  pi q lk (mod pnqm) ,then 
 h    k n−i ( p

n−i 
) 

l l (mod p 

which is a contradiction. So the set 

),  for 0  h, k  
2 

 
 ( pn−i ) 

−
 

 
 

-1, 

1 

C = {piqm,piqml, …, piqm  2 
} 

is cyclotomic coset containing piqm. 

(iv) On the similar lines we can prove the set 

C
gpiq 

m = {gpiqm,gpiqml, …, gpiqm 
 ( pn−i ) 

1 
2 

}, 

is the cyclotomic coset containing gpiqm. 

(v) For 0  i n−1, 0  j  m−1,since O() 
pn −iqm − j 

 

= 
( pn−i qm− j ) 

 

2 

 

,so we get lh   

lk mod 

p 

n−iq 
 
m-j 

, 0  h, k  
( pn−i qm− j ) 

2 
− 1. 

i j s i  j t n m ( pn−i qm− j ) 
We claim that p q l 

Let,if possible 

  gp q l mod p q ,0s,t 
2 

−1. 

 i j h  i  j k n m ( pn−i qm− j ) 

 

therefore, 

p q l gp q l (modp q ),for 0h,k, 
2 

−1. 

lh  lk 
 

mod p n−iq 
 
m-j 

, for 0h,k 
( pn−i qm− j ) 

2 
−1, 

which is a contradiction.Hence, the set 



− 
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 ( pn−iqm− j ) 
1 

C = {piqj,piqjl, …, piqj 

is cyclotomic coset containing piqj. 

(vi) On the same lines we can prove the set 

2 
}, 

 

 
 ( pn−iqm− j ) 

−
 

 

C = {gpiqj,gpiqjl, …, gpiqj  2 }, 

is cyclotomic coset containing gpiqj. 

We now claim that the cyclotomic cosets obtained in (i)-(vi) above are the only cyclotomic cosets 

modulo pnqm. 

By constructions of cyclotomic cosets in (i)-(vi) it follows easily that: 

|C0|=1, , 

| C |=(pm-j) | C |=| C |=(pn-i)/2. 

( pn −iqm− j ) 
| C

p
i 
q j |=| C 

gp
i 
q 

j  |= . 
2 

Then by order considerations, it follows that the sum: 

 
n−1 m−1 (n−1,m−1) 

| C0 | + [| C
p

i
q

m   |+ | C
gp

i
q

m   | +| C
p

n
q 

j    |+ [| C
p

i
q 

j |+ | C i j |] 
i =0 j =0 (i, j )=(0,0) 

n−1 ( pn−i ) 
+ 

( pn−i )  
+ 

m−1 

 
  

 
m− j (n−1,m−1) + 

( pn−iqm− j ) 
+ 

( pn−iqm− j )  

=1+  
i =0  2 

(q 
 j =0 

)  [ 
(i, j )=(0,0) 2 

] = p q . 

Hence C0, C 
 
pnq j , C i m , C 

 
gpiq m , C i , C are all the cyclotomic cosets modulo pnqm. 

 
Primitive idempotents in F[x]/ < x

pnqm 

−1 > 
 

 

For 0  s  m −1,let Cs ={ s, sl, …, 

sl ms  s mod m. 

sl 
ms −1 

}, where m is the least positive integer such that 

If  is the primitive mth root of unity in some extension of GF( l ), then the polynomial. 

M(s)(x) = (x − i ) 
iCs 

is the minimal polynomial of s corresponding to Cs over GF(l). Let Is be 

 
xm −1 

the minimal ideal in Rm generated 

by 

 
 

Ms (s) 
and s(s) be the primitive idempotents of Is. 

 

2 2 
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Notation. For 0  i  n − 1 , 0  j  m − 1, 
 

1. Ai, j =  piq j s 
, B 

sCg 

 ( p) 
−1

 

=  piq j s 

sC1 

 

 
 ( p) 

−1
 

2 

 
0 

s=0 

( p
n−1qm  

)
s 

,1 =  
s=0 

( 
pn−1qm 

)gls 

 

 

Clearly Ai, j 

 

and Bi, j ,,0 and 1 belongs to GF (l ). 
 

j,k 

i,r =    − piqr s , 
sC

p 
j 

q
k 

 

j,k 

g (i,r ) =  − gpiqr s 
, where is primitive 

sC
p 

j 
q
k 

pnqmth root of unity in some extension field of GF (l) . 

4. 
 

i,r (x) = 
 xs 

sC
p

i
q

r 

,  g (i,r ) (x) = 
 xs 

sC
gp

i
q

r 

Remark.  
 (pn qm )

−
 

 

Ai, j =  pi q j s = 
sCg 

 
s =0 

 gpi q j l s 

. Now  =  p
i 
q 

j 

becomes pn−iqn− j th root of unity, 

therefore  l
u 

=  l
v

 

 

iff 

 
lu  lv 

 
mod p 

 
n−i 

 

qm− j 

 

iff 

 
u v mod (pn −iqm − j ) 

 

2 

 

.Therfore, 

 (pn qm )
−

 
 

 

 (pn−i qm− j  )
−

 
 

  1 i j 
2 i j s (p

n
q

m ) 2 
s 

 Ai, j =  p q s = 
sCg 

 
s =0 

 gp q l = 
(pn−iqm− j )  

s =0 
 gl 

 

 

 

Similarly 

 

 
Bi, j 

 (pnqm ) 
= 

 (pn −iqm − j ) 

 (p n−i q m− j ) 
 

  l . 
s =0 

 

 

 
piqrs 

Proof. = 
sC

p 
j
q
k 

 (p n− j q m−k ) 
 

 
s =0 

 
 l 

s 

 
for  =  p

i+ j 
q

r+k 

, then  is primitive 

pn−i− jqm−r −k th root of unity, therefore  l
u

 =  l 
v

 iff lu  lv mod pn−i − jqm−r −k 

 
iff u  v mod (pn −i − jqm− r − k ) 

 

2 

1 

i, j 

  

1 

3. 

−1 

−1 
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 (p n− j q m−k ) 
 

2 s (pn − jqm − k ) 
 (p n−i− j q m−r −k ) 

 

2 s 

 
s =0 

 l = 
(p 

 

n −i − j qn − r − k )   l 
s =0 

Case 1: Using remark 3.3.3 ,then the above sum equals 

 1 
B

 
 

 

for (i + j)  n −1, (r + k )  m − 

 

 
p j qk 

i+ j,r +k 1 
 

Case 2: when (i + j) n, (r + k ) m −1,then  is primitive qm−r −k th root of unity and 

1,l1,l 2 ,...l (q n−r−k )−1   
forms reduced residue system mod  qm−r −k , therefore ,by lemma 

(pn − jqm − k ) 
 

 

 
n − j m− k −1 

 (q m−r −k  )−1 − (p )q  
2.3.1,the sum is  2  

 qm − r − k  
s =0 

 l 
s 
= 


2

 


0 

if r + k = m −1 

if .r + k  m −1 

Case 3: when (i + 

by lemma 2.3.7, 

j) n −1,(r + k ) m ,  is primitive 

 (pn −i − j )
−

 
 

 

pn−i− j th root of unity and therefore 

 piqr s (p n− j q m−k  ) ( ) 
  

1 

  l 
s 

 pn − j −1(q 
= 

m−k ) if i + j = n −1 

sC 
p j qk  pn−i− j  

s=0 0 if i + j  n −1 

(pn − jqm − k ) 
 

Case 4 :when (i + j)  n,(r + k )  n , then  = 1,therefore the sum is . 
2 
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